Multiple-order moments of the transient electromagnetic response of a one-dimensional earth with finite conductance – theory
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Abstract. The concept of moments of the electromagnetic response is useful in electromagnetic interpretation. Analytic formulae exist for low-order moments of a few conductivity models, enabling source parameters such as time constant, depth, conductance and conductivity to be estimated from the measured moments of the electromagnetic response. However, most models for which analytic formulae exist have conductivity varying abruptly as a function of depth or position. In this paper, we have derived a procedure that allows moments of any order to be calculated for a conductivity which has finite conductance but can otherwise vary arbitrarily with depth. The horizontal loop transient electromagnetic step response is computed as a sum of residues. Integration of the step response over time yields a mathematical expression for a moment of any order. We illustrate the procedure for a Gaussian conductivity function which varies smoothly with depth. The Gaussian model produces results that agree in specific limits with the thin sheet, thick sheet and half-space cases.
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Introduction

The moments of the time-domain electromagnetic impulse response is an integral transformation introduced by Smith and Lee (2002a; 2003). The $n$th-order impulse-response moment $M^n$ is defined as

$$M^n = \int_0^\infty t^n \frac{\partial H(t)}{\partial t} \, dt,$$

where $t$ is time and $H(t)$ is the step-response magnetic field. These moments are useful in the interpretation of electromagnetic data. Simple analytic formulae have been derived for the moments for the cases of a wire-loop conductor, a sphere (Smith and Lee, 2002a), a thin sheet, a thick sheet, a half-space (Smith and Lee, 2002b) and a small sphere in a uniform field (Smith and Lee, 2001). More complex formulae have been derived for more complex cases. For example, Desmarais (2019b) derived moment formulae for a sphere below an overburden using approximate closed form expressions for the time- and frequency-domain EM response (Desmarais, 2019a).

In general, in analytic formulae for low-order moments, the moment value is linearly related to parameters dependent on the conductivity, conductivity-thickness (conductance) and conductivity-radius-squared, so the moment formulae can be simply rearranged or inverted to estimate a conductivity parameter from a field-data moment. For example, when the top of the conductor is assumed to be at the ground surface, the conductance of a thin sheet or the conductivity of a half-space can be estimated from the first-order moment only (Smith et al., 2005). Another simple approach is to create a map of the first-order moment or resistive limit (Bournas et al., 2018). Moments have also been used for estimating the source parameters of a single sphere (Smith and Lee, 2001; Smith et al., 2003a). More sophisticated approaches involve using spherical models to generate discrete conductor sections (Smith and Salem, 2007), in analogy with conductivity depth sections (Macnae et al., 1991). The zeroth-order moments (or resistive limit) has also been used for modelling multiple spheres, as there is no interaction at the resistive limit and the moments can simply be summed (Hyde, 2002; Schaa and Fullagar, 2010, 2012; Fullagar and Schaa, 2014; Fullagar et al., 2015). The ratio of successively higher-order moments can be used to estimate the
time constant of a decay (Smith and Lee, 2002a; Guo et al., 2013). Most of the above examples relate to mineral exploration examples, but Snyder et al. (2010) and Hall (2014) have applied the moment concept to the interpretation of an unexploded ordnance (UXO) survey.

The mathematical transformation of the transient electromagnetic response to the moment domain assumes an ideal impulse or step response can be measured and integrated [e.g. using equation (1)]. However, no practical electromagnetic system has an ideal waveform and some are not even close to ideal. Smith and Lee (2002a) discuss the case when the impulse is smeared over a finite time and Smith (2000) and Smith and Wasylechko (2012) outline how to deal with a waveform that repeats and hence has a finite off-time. The precise way that the moments are calculated depends on the electromagnetic system used to measure the response. For the case of the GEOTEM system in a resistive area, see Smith and Lee (2020, paper submitted to *Exploration Geophysics*).

The works cited above have applied the moments to a variety of uses, from generating map images that can be interpreted, to providing a fast-forward solution that can be inverted to determine the depth, shape and properties of the material in the subsurface.

However, there are a limited number of moment solutions. Only zero- and first-order impulse response moments can be calculated for infinite conductance cases like the half-space (Smith and Lee, 2002b). Even for the thin and thick sheet, which both have a finite conductance, only zero-, first- and second-order impulse response moments can be calculated for the vertical-component moments and only the zeroth to third-order moments can be calculated for the radial-component moment (Smith and Lee, 2002b). The higher-order moments do not exist as they cannot be integrated mathematically, because the integrals are infinite. Each of the moments which do exist are sensitive to different depths (Smith and Lee, 2002b). Lee et al. (2003) derived a formula for the half-order impulse-response moment of a half-space and showed theoretically that this moment is sensitive to the material shallower than about 26 and 48 m, for the horizontal and vertical components, respectively when using the geometric configuration of the fixed-wing
GEOTEM/MEGATEM systems. The first-order moment is sensitive to material shallower than about 66 and 127 m for the same components and configuration.

Our motivation for the work of this paper is to broaden the class of models for which moment formulae can be derived and to be able to calculate the moments to higher order if required. Another of our long-term objectives is to use higher-order moments to resolve the conductivity at successively greater depth, but this is a topic of ongoing work and not reported here.

In the following, we analyze grounds with a conductance that is assumed finite but the conductivity has an arbitrary depth dependence. The assumption of finite conductance allows us to derive formulae for high-order moments. This involves evaluating the inverse Fourier transform as a sum of residues. Cases with infinite conductance are worthy of further analysis, but are beyond the scope of this paper. The mathematical derivations essentially are drawn from Gel'fans, and Levitan (1955), Titchmarch (1958) and Weidelt (1972). A variety of functional forms for the conductivity-depth profile have been treated in the literature. For example, Gray (1933) looked at a case where the conductivity decreases exponentially with depth; and Lee and Ignetik (1994) have analyzed a case where the variation in conductivity can be represented by a simple growing or decaying exponential, $\sigma(z) = ae^{\pm bx}$. As an example of our general procedure, we have derived formulae for the moments when the conductivity has a Gaussian depth dependence, with the conductivity having a peak value at a specific depth and decreasing exponentially above and below. Our Gaussian distribution is thus more flexible than models considered previously. The numerical results we obtain for limiting cases of the Gaussian model are consistent with results already published for thin-sheet, thick sheet and half-space models.

The theory in this paper can assist interpretation of real data. For example, when the conductivity-depth function has a single peak, then we can use the moment formulae for a Gaussian distribution, to convert moments calculated from field data to three parameters: the depth at which the conductivity peaks, the conductivity at the peak and the narrowness of the Gaussian function. Images of these three quantities for
a survey area show features, potentially of exploration interest, that are not evident in standard images of the data (Smith and Lee, 2020, companion paper submitted to *Exploration Geophysics*).

Table 1: List of symbols

<table>
<thead>
<tr>
<th>Symbol</th>
<th>Description</th>
<th>Equation where first defined</th>
</tr>
</thead>
<tbody>
<tr>
<td>$a$</td>
<td>Transmitter loop radius</td>
<td>Before (2)</td>
</tr>
<tr>
<td>$A_0$</td>
<td>Peak conductivity as a function of depth</td>
<td>(21)</td>
</tr>
<tr>
<td>$A$</td>
<td>Secondary electric field amplitude, to be determined</td>
<td>After (4)</td>
</tr>
<tr>
<td>$b$</td>
<td>Narrowness parameter in Gaussian depth dependence of conductivity</td>
<td>(21)</td>
</tr>
<tr>
<td>$B$</td>
<td>Total electric field amplitude, to be determined</td>
<td>After (5)</td>
</tr>
<tr>
<td>$c$</td>
<td>Depth of peak Gaussian conductivity</td>
<td>(21)</td>
</tr>
<tr>
<td>$C$</td>
<td>Consistency factor</td>
<td>(22)</td>
</tr>
<tr>
<td>$E_1(r, z, t)$</td>
<td>Primary electric field</td>
<td>Before (4)</td>
</tr>
<tr>
<td>$E_2(r, z, t)$</td>
<td>Secondary electric field</td>
<td>Before (4)</td>
</tr>
<tr>
<td>$E_i(r, z, t)$</td>
<td>The $i$th component of the electric field, $i = r, \phi, z$</td>
<td>Before (4)</td>
</tr>
<tr>
<td>$f(z, s, \lambda)$</td>
<td>Functional form for electric field accounting for an exponential depth dependence</td>
<td>(9)</td>
</tr>
<tr>
<td>$f_n(z, \lambda)$</td>
<td>Coefficient for series expansion of $f(z, s)$ in powers of $s$</td>
<td>(E4)</td>
</tr>
<tr>
<td>$f^{'}, f^{''}, f^*$</td>
<td>Superscripts denotes the first and second derivatives w.r.t. $z$ and complex conjugate of $f$ (and $f_n$) respectively.</td>
<td>Before (D1)</td>
</tr>
<tr>
<td>$F$</td>
<td>Arbitrary function</td>
<td>Before (4)</td>
</tr>
<tr>
<td>$g(s, z)$</td>
<td>Arbitrary function of $(s, z)$</td>
<td>Before (A10)</td>
</tr>
<tr>
<td>$h$</td>
<td>Height of the transmitter above the surface $z = 0$</td>
<td>Before (2)</td>
</tr>
<tr>
<td>$H_i(r, z, t)$</td>
<td>Magnetic field in the $i$th coordinate direction</td>
<td>(2) and (3)</td>
</tr>
<tr>
<td>$i$</td>
<td>Subscript index</td>
<td>After (3)</td>
</tr>
<tr>
<td>$l(t)$</td>
<td>Transmitter current</td>
<td>After (3)</td>
</tr>
<tr>
<td>$I_0$</td>
<td>Peak current prior to switch off</td>
<td>After (3)</td>
</tr>
<tr>
<td>$l(z, c, \lambda)$</td>
<td>Integral function with arguments $z, c$ and $\lambda$</td>
<td>(F1)</td>
</tr>
<tr>
<td>$j$</td>
<td>Subscript index</td>
<td>(13)</td>
</tr>
<tr>
<td>$j_l(x)$</td>
<td>Bessel function of $l$th order argument $x$</td>
<td>After (4) and (13)</td>
</tr>
<tr>
<td>$k_{0}^2 = \omega^2 \mu_0 \varepsilon_0$</td>
<td>Wavenumber, in the upper half-space</td>
<td>After (4)</td>
</tr>
<tr>
<td>$k_{1}^2 = \mu_0^2 \omega + \mu_0 \varepsilon_0^2$</td>
<td>Wavenumber, in the lower half-space</td>
<td>After (5)</td>
</tr>
<tr>
<td>$K(\omega, \lambda, z)$</td>
<td>Kernel function</td>
<td>(10)</td>
</tr>
<tr>
<td>$m_0 = \sqrt{\lambda^2 - k_{0}^2}$</td>
<td></td>
<td>(4)</td>
</tr>
<tr>
<td>$M^n_i$</td>
<td>The $n$th moment of the $i$th component of the step response</td>
<td>(17)</td>
</tr>
<tr>
<td>$M^n_i$</td>
<td>The $n$th moment of the $i$th component of the impulse response</td>
<td>(1)</td>
</tr>
</tbody>
</table>
We treat the case when the depth-integrated conductivity or conductance, \( S = \int_{0}^{\infty} \sigma(z)dz \), is finite, where \( \sigma(z) \) is the variation of conductivity with depth, \( z \). All symbols used in this paper are defined in Table 1.

We consider a horizontal loop transmitter, radius \( a \), at a height \( h \) above a half-space. If we use a cylindrical \((r, \varphi, z)\) coordinate system, then the electric field is purely azimuthal (Morrison et al. 1969), so \( E = E_\varphi \).

Hence, Faraday’s law reduces to the following two equations (Morrison et al., 1969).
\begin{align}
- i \omega \mu H_r (r, z, \omega) &= \frac{\partial E_{\phi}(r, z, \omega)}{\partial z}, \\
\end{align}

where \( H_i (r, z, \omega) \) is the magnetic field in the \( i \)th direction, \( \omega \) is the Fourier transform variable or angular frequency, \( \mu \) is the magnetic permeability and unlike Morrison et al. (1969) we assume a \( e^{i \omega t} \) time dependence. The transmitter current density is \( J_s (r, z, t) = I(t) \delta (r - a) \delta (z + h) \), where \( \delta (x) \) is the Dirac delta function. We assume a Heavyside step-on function for the current, \( I(t) = I_0 u(t) \). We have chosen \( z \) to be increasing downward with depth. The interface is at \( z = 0 \) and the transmitter is at \( z = -h \).

In the following we denote a Fourier transform pair by \( E(t) \leftrightarrow E(\omega) \), where \( t \) is time and we adopt a negative exponential and a \( 2\pi \) normalization for the inverse transform. Following Morrison et al. (1969) we denote the Hankel transform pair of a function \( F \) by \( F(r) \leftrightarrow F(\lambda) \), where \( \lambda \) is the Hankel transform variable. Because the only electric field is in the azimuthal direction, we can drop the subscript from the electric field. The electric field can be written as the sum of two terms, a primary \( E_1 \) and a secondary \( E_2 \).

Morrison et al. (1969) found that

\begin{equation}
E_1 (r, z, \omega, \lambda) = \frac{1}{2} i \omega \mu_0 \alpha (\omega) j_1 (\lambda a) e^{-m_0 |h+z|},
\end{equation}

where \( m_0 = \sqrt{\lambda^2 - k_0^2} \), \( k_0 = \omega \mu_0 \varepsilon_r \), \( \varepsilon \) is the dielectric permittivity, \( j_1 \) is the Bessel function of order 1, and the subscripts zero represent the free-space values.

In the air, the solution is of the form \( E_2 (r, z, \omega, \lambda) = A e^{m_0^2 r} \), where \( A \) is yet to be determined. In the ground the total electric field satisfies (Morrison et al., 1969)
\[ \frac{\partial^2 E}{\partial z^2} - \left( \lambda^2 - k_1^2 \right) E = 0, \]  

(5)

where \( k_1^2 = \mu \sigma i \omega + \mu \varepsilon \omega^2 \). In the quasi static limit, henceforth assumed, \( k_1^2 = \mu \sigma i \omega \) and \( m_0 = \lambda \).

The total electric field below the ground can be written as \( E = B \phi(z, \omega, \lambda) \), where \( B \) is a constant and \( \phi \) is a solution of equation (5).

The boundary conditions at \( z = 0 \) are i) that the electric field is continuous, whence

\[ E_1(0) + A = B \phi(0), \]

(6)

and ii) that the radial component of the magnetic field is continuous. From equation (2), this means that the vertical derivative of the electric field is continuous

\[ -\lambda E_1(0) + \lambda A = B \phi'(0), \]

(7)

where \( \phi' \) is the vertical \( (z) \) derivative of \( \phi \).

Multiplying equation (6) by \( \phi'(0) \) and equation (7) by \( \phi(0) \), and then equating, we can solve for \( A \) at \( z = 0 \) to give

\[ E_2(0) = A = - E_1(0) \frac{\phi'(0) + \lambda \phi(0)}{\phi(0) - \lambda \phi(0)} . \]

(8)

The electric field must decay at large values of \( z \), so \( \phi(z) \to 0 \) as \( z \to \infty \). Therefore, assuming a solution to equation (5) of the form

\[ \phi(z) = e^{-\lambda z} f(z, \omega, \lambda), \]

(9)

equation (8) becomes
\[
\frac{\lambda \phi(0) + \phi'(0)}{\lambda \phi(0) - \phi'(0)} = \frac{f'}{2 \lambda f'} \bigg|_{z=0} = K(\omega, \lambda, z) \bigg|_{z=0},
\]

where \(K(\omega, \lambda, z)\) is the kernel function introduced as a shorthand for the middle term in equation (10).

Substituting equation (10) into equation (8) and dropping the subscript 2 on the secondary field, we get

\[
E(0) = -E_1(0)K(\omega, \lambda, 0).
\]

For a step-function waveform \(I(\omega) = 1/i\omega\), equation (4) in combination with equation (11) after the appropriate inverse Fourier and Hankel transforms can be used to give an expression for the secondary \(E\)-field time-domain response

\[
E(r, z, t) = \frac{1}{2} \mu_0 a I_0 \int_0^\infty j_1(\lambda a) j_1(\lambda r) e^{-\lambda |h+z|} \frac{1}{2\pi} \int_{-\infty}^\infty e^{-i\omega t} K(\omega, \lambda, 0) d\lambda d\omega.
\]

Differentiating equation (12) in accordance with equations (2) and (3), the radial and vertical components of the magnetic field can be written

\[
H_j(t) = \frac{1}{2} a I_0 \int_0^\infty j_1(\lambda a) j_1(\lambda r) e^{-\lambda |h+z|} \frac{1}{2\pi} \int_{-\infty}^\infty \frac{1}{i\omega} e^{-i\omega t} K(\omega, \lambda, 0) d\lambda d\omega,
\]

where the subscript indices are \(j = r\), and \(l = 1\) for the \(r\)-component and \(j = z\), and \(l = 0\) for the \(z\)-component. In deriving the \(z\)-component in equation (13), equation 9.1.30 of Abramowitz and Stegun (1972) is used for the \(r\) derivative of the Bessel function to give the zeroth-order Bessel function \(J_0\). The inverse Fourier transform in equation (13) will be evaluated using the residue theorem (Appendices A and B).

Using equation (B5) of Appendix B, the kernel in the inverse Fourier transform can be rewritten as

\[
-K(\omega, \lambda, 0) = R_E(\lambda) \sum_{n=1}^\infty \frac{1}{s-\lambda_n} + \frac{1}{\lambda_n},
\]
where \( \lambda_n \) is the location of the \( n \)th pole of the left-hand side and \( R_E(\lambda) \) is the residue defined in equation (A21). Hence, the inverse Fourier transform in equation (13) can be written

\[
\frac{1}{2\pi} \int_{-\infty}^{\infty} \frac{1}{s} e^{-st} K(\omega, \lambda, 0) \, ds = -\frac{1}{2\pi} \int_{-\infty}^{\infty} \frac{1}{s} e^{-st} R_E \sum_{i=1}^{\infty} \left[ \frac{1}{\lambda-i} - \frac{1}{\lambda+i} \right] \, ds
\]

(15)

where \( s = i \omega \). The above equation can be evaluated using contour integration, which we chose to do using \( \omega \) as the integration variable. The contour of integration is closed by a semicircle in the lower \( \omega \) plane. In the lower semicircle, \( e^{-i\omega t} \) approaches zero for large \( \omega \) and Jordan’s lemma tells us there is no contribution from this semicircle to the integral. The integral is thus the sum of the residues at the poles. As the poles are in the lower \( \omega \) half-plane, then the real part of \( s \) is positive. In Appendix D, we also demonstrate that \( s \) is purely real, so the result is thus a sum of the decaying exponentials that are associated with each pole. Thus, substituting from equation (15) into equation (13), the magnetic field components are given by

\[
H_j(t) = \frac{1}{2} a I_0 \int_0^{\infty} J_1(\lambda a) J_l(\lambda r) \lambda e^{-\lambda |h+z|} R_E(\lambda) \sum_{i=1}^{\infty} \left( e^{-\lambda_i t} - 1 \right) / \lambda_i \, d\lambda
\]

(16)

where the values of \( j \) and \( l \) are given below equation (13) for the respective component. This magnetic field step response can be used to calculate the \( n \)th moment of the magnetic-field step response using the moment formula

\[
M^n = \int_0^{\infty} t^n H(t) \, dt.
\]

(17)

The impulse-response moments, \( M^n \), of equation (1) are related to the step-response moments, \( M^n \), in equation (17) via the relation

\[
M^n = -n M^{n-1}
\]

(18)

which can be verified by integration by parts.
The moment integrals have lower and upper limits of zero and infinity, but it is also possible to calculate partial moments, with different limits to enhance certain parts of the decay. The following analysis could be undertaken using different limits, if desired. Alternatively, finite limits could be used for calculation of moments from field data and zero and infinity could be used for the limits for the theoretical moments, but this will result in some inaccuracy.

The step-response moment integrals \( \int_0^\infty H(t)t^n dt \) can be evaluated inside the Hankel (\( \lambda \)) integral of equation (16) using the expression

\[
\sum_{i=1}^{\infty} \int_0^\infty \frac{e^{-\lambda t}}{\lambda_i} t^n dt = n! \sum_{i=1}^{\infty} \frac{1}{\lambda_i^{n+2}},
\]

which can be proved by induction.

The time-independent \( 1/\lambda_i \) term in the sum in equation (16) is ignored as off-time EM methods typically only record the transient response.

Introducing the coefficients, \( \beta_j \) defined in equation (E3) of Appendix E to rewrite equation (19), we get an \( R_i \) in the denominator, so when calculating the moments using equations (16), the \( R_i \) cancel and the formulae for the moments become

\[
M_j^n = - \frac{1}{2} a l_n \int_0^\infty \int_0^\infty (\lambda a) f_l(\lambda r) \lambda e^{-\lambda |h+z|} \beta_n^{n+1} d\lambda,
\]

and once again the values of \( j \) and \( l \) are given below equation (13) for the respective component.

Computation of moments using equation (20) involves evaluation of a Hankel integral, as discussed below.

Higher-order moments require the calculation of \( \beta_n \) for larger values of \( n \). As shown in Appendix E, the \( \beta_n \) coefficients are dependent on the manner that the conductivity varies as a function of depth. Up until now, the depth variation has not been specified, so these equations are general and could be applied to any depth variation with any functional form.

**Theory for Gaussian conductivity function**
As a specific example of the general procedure, we select a Gaussian conductivity depth function with maximum conductivity $A_0$ (S/m) at some depth $z = c$, viz.,

$$
\sigma(z) = A_0 e^{-b(z-c)^2},
$$

(21)

where $b$ (m$^{-2}$) is the parameter that controls the narrowness of the conductive zone or the rate of gradual decrease (and increase) of the conductivity. This function can approximate the conductivity variation in many real situations, e.g., where the salinity increases gradually to a maximum at some depth (Lee and Igetik, 1994) and then decreases, or where the intensity of weathering decreases gradually with depth.

In order to calculate the zeroth and first order step response moments, we need to determine the coefficients $\beta_1$ and $\beta_2$. Formulae have been derived in Appendix E for $\beta_1$ and $\beta_2$ in terms of functions $f_1$ and $f_2$ and their depth derivatives, evaluated at $z = 0$.

The procedure for calculating the moments for a Gaussian conductivity distribution is as follows:

1) Select the values of $A_0$, $b$ and $c$ that define the desired conductivity.

2) Calculate $f_1$ using equation (F9), $f_1'$ using equation (F5), and $f_2'$ using equation (F17). Note that each of these functions must be evaluated for each value of $\lambda$ in equations (F9), (F5) and implicitly in the $I$ function in equation (F17).

3) Calculate the $\beta_1$, $\beta_2$ and higher-order terms using equations (E14), (E15) and (E13) respectively.

4) Calculate the moments, using equation (20). The Hankel integrals in these equations have been calculated with the python routine HankelTransform.integrate (Murray, 2017), which is an implementation of the routine described by Ogata (2005). These calculations, can be sped up by invoking the small argument approximation so that $J_1(\lambda a) = \lambda a/2$ (Abramowitz and Stegun, 1972, equation 9.1.7)

Results for selected Gaussian conductivity models
As an example, we have calculated the moments for a Gaussian conductivity-depth profile with a range of $b$ and $c$ values and compared these with moments calculated using previously published formulae for a thin sheet, half-space and thin sheet.

**Thin sheet**

In order to approximate a thin sheet with the Gaussian depth variation, we have chosen the thickness of the conductive part to decrease as the depth $c$ decreases, so numerically we somewhat arbitrarily set $c = 1/b$ where the inserted value of $b$ has units of inverse metres. The conductivity as a function of depth for four sets of $c$ and $b$ values are shown on Figure 1. The full width of the conductivity peak at half maximum can be determined from equation (21) to be $2\sqrt{\ln\frac{\ln 2}{b}}$.

![Conductivity as a function of depth for four Gaussian functions with different decay constants, $b$, and centre depth $c = 1/b$. The cases with the narrowness parameter $b$ large and $c$ small (e.g. $b = 1$ and $c = 1$) approximate thin sheets near surface, but those with $b$ small and $c$ large represent thicker layers at greater depth. In all cases $A_0 = 1$ (S/m).](image-url)

Fig. 1. Conductivity as a function of depth for four Gaussian functions with different decay constants, $b$, and centre depth $c = 1/b$. The cases with the narrowness parameter $b$ large and $c$ small (e.g. $b = 1$ and $c = 1$) approximate thin sheets near surface, but those with $b$ small and $c$ large represent thicker layers at greater depth. In all cases $A_0 = 1$ (S/m).
Smith and Lee (2002b) equations 49 to 52 can be used to calculate the zeroth- and first-order thin-sheet moments. Their moments were the impulse-response moments, and ours are the step-response moments, so we have added an additional factor of 2 in the denominator for the first moment, since from equation (18), \(M^1 = -\frac{M^2}{2}\). As well, Smith and Lee (2002b) had \(h\) positive and \(z\) negative above the ground, but in this paper \(h\) and \(z\) are both positive as they are heights of the transmitter and receiver above the ground. Hence the \(z - h\) in Smith and Lee (2002b) becomes \(z + h\) here. Also, the depth \(c\) of the peak conductivity means that both \(z\) and \(h\) in the thin sheet formulae increase in magnitude by \(c\). The formulae of Smith and Lee (2002b) include a conductance. The conductance value we use for the thin sheet is the conductance of the corresponding Gaussian function, which is calculated from equation (F8), after multiplying both sides by \(2\lambda/\mu\).

In the following we assume \(z = 70\) m and \(h = 120\) m, while \(r = 130\) m, which are the geometric parameters of the MEGATEM system (Smith et al., 2003b). For simplicity we assume a dipole moment of unity \((a^2 I_0 = 1)\).

The zeroth-order moments calculated using the Gaussian conductivity variation and the thin-sheet formula are shown on Figure 2 for 13 values of the narrowness parameter, \(b\). The black lines are the \(z\) component and the grey lines are the radial \(r\) component. The thin-sheet approximation works well for the narrowness parameter \(b > 0.001\). The corresponding first-order moments are shown in Figure 3, in this case, the thin sheet approximation is reasonable for \(b > 0.01\). Because the layers are relatively thick for \(b\) small, we do not expect the Gaussian and thin sheet formulae to agree, but the agreement in the limit of \(b\) large engenders confidence in the Gaussian formula for \(b\) large. For broader conductivity depth dependences, the Gaussian model with \(b\) small is more appropriate. Note that for the first-order moments (Figure 3), the thin-sheet assumption is valid for a smaller range of \(b\) values, so the Gaussian model is more appropriate for gradual variations in conductivity for this higher moment.
Fig. 2. The zeroth-order step-response moments (M0) for Gaussian conductivity models with peak conductivity $A_0 = 1 \text{ S/m}$, peak depth given by $c = 1/b \text{ m}$ and the narrowness parameter or $b$ values are given on the horizontal axis. The solid lines (_G) are calculated for the Gaussian model using equation (20) and the dashed lines are when we approximate the moments with a thin sheet model (_TS). Black is for the $z$-component moments and grey is for the radial $r$-component moments.
Fig. 3. The first-order step-response moments (M1) for conductivity variations parameterized by peak conductivity $A_0 = 1$, peak depth $c = 1/b$ and the narrowness parameter or $b$ values are given on the horizontal axis. The solid lines for the Gaussian model (_G) are calculated using equation (20) and the dashed lines are when we approximate the moments with a thin sheet (_TS). Black is used for the $z$-component moments and grey is for the radial $r$-component moments.

**Half-space**

The uniform half-space violates the finite conductance condition, but if we chose broad or wide depth dependences ($b$ small) and set $c = 0$ then a thick-layer approximates a half-space. Figure 4 shows conductivity-depth variations for seven values of $b$. When $b = 10^{-6} \text{ m}^{-2}$ the conductivity is almost constant above 100 m, but for larger $b$, the models look less like a half-space.
The zeroth-order moments for a half-space with conductivity $\sigma$ are given in equations 58 and 59 of Smith and Lee (2002b), where, as above, modifications have been made to account for the different sign convention for heights of the transmitter and receiver. For zero-order moments, equation (18) tells us that $M^0 = -M^1$. For the half-space, the first- and higher-order step-response moments are not defined. However, for the Gaussian model, they are.

Fig. 4. Half-Gaussian conductivity curves, with the peak value $A_0 = 1$ (S/m) occurring at the ground surface, for seven narrowness parameters, $b$. The transmitter radius and current are unity, and the transmitter height, $h$, receiver height, $z$, and radial transmitter-receiver offset $\rho$ are given by $h = 120$ m, $z = 70$ m and $\rho = 130$ m.
Moments for the half-Gaussian models in Figure 4 are plotted in Figure 5. The zeroth-order moments (solid lines) asymptote towards the half-space moments (dashed lines) for very small values of the narrowness parameter \( b \), as we expect. This demonstrates that the zeroth-order moments when \( b \) is small (similar to a half-space) calculated using equation (20) are similar to those of a half-space. Because the integrals for the first-order moments for a half-space do not exist mathematically, this half-space example cannot be used to check equation (20) and the numerical implementation of the first-order moments for small \( b \). However, equation (20) has been checked in the thin-sheet case discussed above. This example demonstrates that for very small values of \( b \), the Gaussian model can be used to calculate first-order moments of conductivity structures that are very similar to a half-space (e.g., those on Figure 4 with \( b \) small), even though an ideal half-space does not have a first-order step-response moment. The strong variation in the first-order moment with \( b \) in Figure 5, implies that this moment is sensitive to \( b \) and could be used to accurately estimate \( b \). Hence, if we use the first-order moments for interpreting data then it may be possible to discriminate a half-space from a Gaussian model with a very small value of \( b \).
Fig. 5. The zeroth- (M0) and first-order (M1) step-response moments. The black and grey lines are the $z$ and $r$ components respectively. The half-Gaussian conductivities ($\zeta$), calculated using equation (20) are when the conductivity decreases from a peak conductivity, $A_0 = 1$ (S/m), at the surface ($c = 0$) at a rate governed by the narrowness parameter $b$, values shown on the horizontal axis. The solid lines are the zeroth-order moment and the short dashed lines are the first-order moment. The zeroth-order Gaussian moments are compared with the moments for a 1 S/m half-space ($\zeta_{HS}$), shown with the long dashed lines. The first-order Gaussian moments are compared with the moments of a thick sheet ($\zeta_{TkS}$) with thickness $d = \sqrt{\ln \frac{2}{b}}$, shown with dotted lines.

**Thick sheet**

As a further check on the theory, we can use the zeroth-order moment expressions for a thick sheet (layer) of thickness $d$, given in equations 30 and 31 of Smith and Lee (2002b), suitably modified as discussed previously.

Each of the conductivity distributions in Figure 4 can be approximated as a thick sheet with a thickness equal to the depth $d = \sqrt{\ln \frac{2}{b}}$, where the conductivity drops to half the value at the ground surface. The zeroth-order moments of the relevant approximate thick sheet, compared with the zero-order moment of the distributions shown in Figure 4 have the moments shown in Figure 6 using dashed lines. It can be seen that the approximate thick-sheet moments and the moments of the Gaussian distribution agree well, particularly for small values of the narrowness parameter $b$ (which correspond to large values of the depth, $d$), where the model is essentially a half-space to great depth and for larger values of $b$ (which correspond to small values of $d$), where the model is essentially a thin sheet at surface. In between these two limits, the agreement between the Gaussian and the thick sheet is also close, so for the zeroth-order
moment, the thick sheet is a reasonable approximation to the Gaussian case, but for higher-order moments, the behavior will be different, as we see below.

![Graph showing zeroth-order step-response moments](image)

**Fig 6.** The zeroth-order step-response moments (M0) for half-Gaussian conductivity variations parameterized by the peak conductivity $A_0 = 1$, peak depth, $c = 0$ and the narrowness parameter, $b$, values given on the horizontal axis. The solid lines for the Gaussian model (G) are calculated using equation (20) and the dashed lines are when we approximate the moments with a thick sheet (TkS) with thickness $d = \sqrt{\frac{\ln 2}{b}}$. Black is the $z$-component moment and grey is the radial $r$-component moment.

The first-order moments for a thick sheet are given by the expressions in equations 40 and 43 of Smith and Lee (2002b), after modification as specified above. The first-order moments for the same thick sheets and half-Gaussian models as shown in Figure 6 are plotted in Figure 5 using dotted lines. For small values of $b$ (close to a half-space), the moments for the half-Gaussian cases (solid lines) are up to a factor of five
greater than the thick sheet (dotted lines). Even for large values of $b$, corresponding to narrower cases there is still a 10 to 20% discrepancy between the Gaussian cases and the thick sheet. The increasing difference from zeroth to first-order moments suggests that for even higher-order moments the differences will be even greater. Hence it is important to have a means to calculate the higher-order moments, both for the Gaussian conductivity model and potentially other models. The increasing differences for the higher-order moments suggests that one or more higher-order moments might be used to more confidently identify gradual changes in conductivity with depth.

**Discussion**

The four formulae derived here for the zeroth- and first-order moments for the $r$ and $z$ components enable generation of maps of $A_0$, $b$ and $c$ from airborne electromagnetic data. These parameters could characterize gradual variations of conductivity within the overburden. These characterizations would provide information that compliments the simple conductance or conductivity maps of Smith and Lee (2002b). Determination of $A_0$, $b$ and $c$ involves non-linear inversion and is described in Smith and Lee (2020, submitted to Exploration Geophysics).

Our examples have been for the zeroth- and first-order moments of the magnetic field, but with additional effort, formulae for higher-order moments could be derived.

The example given above is for a Gaussian depth dependence, but other functional forms different from equation (21) could be derived if required, as long as: i) the integrated conductance is finite, and ii) the conductivity can be integrated [equation (E8)].

The zeroth-order moments alone are particularly important for resistive areas where the resistive-limit on-time response is measurable, but the off-time response is too small to measure (Annan et al., 1996;
Smith, 2001). The $z$- and $r$-component data represent only two measurements, and hence allow only two geoelectrical parameters to be determined, for example the conductivity or conductance and the depth.

Or, if one parameter can be assumed, then perhaps the thickness or basement conductivity could be estimated (Bagley and Smith, 2018). The Gaussian model, provides other alternate parameters that can be estimated, for example, we could assume $c = 0$ and then determine $A$ and $b$. This could avoid the difficult choice of deciding, for example, whether the thin-sheet or the half-space model is more appropriate, as a large narrowness parameter $b$ would represent a thin sheet, a small $b$ a half-space and intermediate $b$, would represent thicker sheets.

To illustrate the transition from the thin- to the thick-sheet models, the zeroth-order moments from the Gaussian models used to generate Figure 5 were used to estimate the half-space apparent conductivity and the thin-sheet apparent conductance. If the half-space model is appropriate, then the $z$- and $r$-component estimates will be consistent. This is quantified with a dimensionless consistency factor $C$, where

$$C = 1 - \left| \frac{\sigma_z - \sigma_r}{\sigma_z + \sigma_r} \right|,$$

(22)

where $|$ denotes the absolute value. This consistency factor can be calculated for the thin sheet and half-space estimates, where $\sigma_t$ is the apparent conductance for the thin-sheet case and the apparent conductivity for the half-space case. If the two estimates are consistent, $C = 1$, but if they are inconsistent, then $C < 1$. Figure 7 shows that the half-space model is more consistent for $b < 10^{-6} \ (d > 830 \ m)$, while the thin-sheet model at surface is more appropriate for $b > 0.001 \ (d < 26 \ m)$. The Gaussian model will be appropriate in the range between these extremes, i.e., $10^{-6} < b < 0.001$, thus illustrating how our new Gaussian model allows at to interpret a broader class of models than the half-space or thin sheet models alone.
Recent work by Bagley and Smith (2018) suggests that in some areas of the Athabasca basin, neither a thin-sheet, thick-sheet or half-space model (Smith and Lee, 2002b) is appropriate. Hence, the Gaussian model proposed here, that can handle all three cases, is a useful model.

![Graph showing consistency factor for half-space (HS) and thin-sheet (TS) models](image)

**Fig. 7.** Consistency factor for using the half-space (solid, HS) and thin-sheet (dashed, TS) models to approximate the Gaussian conductivity models shown in Figure 4. The parameter $b$ is a measure of the narrowness of the model.

**Conclusions**

We have derived analytic expressions which enable us to calculate the step-response moments of the electromagnetic response of a vertically varying earth model. The moments can in principle be calculated for any moment order $n$, for a conductivity that varies as a function of depth in any fashion, provided that
it has finite conductance. For the general case, we have derived formulae for zeroth- and first-order moments. In principle, formulae for higher-order moments could be obtained with further effort.

The theory has been applied to the specific example of a Gaussian conductivity, \( \sigma(z) = A_0 e^{-b(z-c)^2} \), that either decreases from the surface or defines a peak conductivity at some depth. For the Gaussian conductivity, analytic formulae for the moments have been derived in terms of the parameters \( A_0, b, \) and \( c \). For other conductivity functions the moments could be computed numerically.

The formula for the first-order step-response moment of the Gaussian model in the limit of small \( b \) allows a moment to be calculated for a model that is similar to a half-space. Previously, there was no formula for these first-order moments for the case of a half-space as the integral is unbounded for an infinite upper limit. The Gaussian moment formulae also apply to other cases, such as a conductivity increasing gradually with depth (small \( b \) and large \( c \)).

The formulae for higher-order moments allow more geoelectrical parameters to be derived from the measured data, for example, we can determine the parameters \( A_0, c \), and \( b \) from three moments. This will be particularly useful in areas where the conductivity varies gradually with depth and the thin-sheet, thick sheet and half-space models are inappropriate. Further, in some survey areas a thin sheet might be appropriate to model the geoelectric structure in some parts and a half-space in another parts; however, the Gaussian model is flexible enough to suit a range of geoelectric sections, with appropriate choice of parameters.

We argue that for higher-order moments there was a stronger difference between gradual and sharp variations of conductivity with depth, so these higher-order moments could potentially be important in identifying these types of gradual variations.

In the past, maps of the conductance or conductivity have been derived from airborne electromagnetic data, but in the future, it will be possible to derive maps of other parameters, some of which quantify how rapidly the conductivity changes as a function of depth.
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Appendix A – Calculation of the residues

In this appendix we look at the residues of the kernel function $K(\lambda, \omega, 0)$ defined in equations (10) and used in equation (13).

Using $k_1^2 = \mu \sigma$, and using a prime symbol ‘ to denote a differentiation w.r.t. $z$, equation (5) becomes

$$k_1^2 = \mu \sigma \phi'' - \lambda^2 \phi + \mu \sigma \phi = 0.$$  \hspace{1cm} (A1)

We now investigate the behaviour of the solution as a function of frequency, by differentiating with respect to the Laplace transform variable $s = i\omega$.

$$\phi'' - \lambda^2 \phi + \mu \sigma \phi = 0,$$  \hspace{1cm} (A2)

where by definition

$$\phi_s = \frac{\partial \phi}{\partial s} = \frac{\partial \phi}{\partial i\omega}.$$  \hspace{1cm} (A3)

Multiplying equation (A2) by $\phi$ and equation (A1) by $\phi_s$ and then subtracting gives

$$\phi_s \phi'' - \phi \phi_s'' - \mu \sigma \phi^2 = 0.$$  \hspace{1cm} (A4)

Rearranging and integrating by parts
\[
\int_{z}^{\infty} \mu \sigma^2 \phi^2 \, dz = (\phi \phi' - \phi \phi_s') \bigg|_{z}^{\infty} - \int_{z}^{\infty} (\phi \phi' - \phi \phi_s') \, dz. \tag{A5}
\]

The two terms in the integral on the extreme right-hand side cancel. The remaining terms are evaluated at infinity and \( z \). Both \( \phi(z) = e^{-\lambda z} f(z) \) and \( \phi_s(z) = e^{-\lambda z} f_s(z) \) tend to zero as \( z \to \infty \). Hence,

\[
\int_{z}^{\infty} \mu \sigma^2 \phi^2 \, dz = - [\phi(z) \phi_s(z) - \phi(z) \phi_s(z)] . \tag{A6}
\]

In terms of \( f \) and \( f_s \), equation (A6) can also be written

\[
\int_{z}^{\infty} \mu \sigma e^{-2\lambda z} f^2 \, dz = - e^{-2\lambda z} \left( f f_s - f f_s \right) . \tag{A7}
\]

The zeros of equation (10) are when \( f' = 2\lambda f \). Also, the middle quantity in equation (10) is in the form of a quotient \( p(s)/q(s) \). If \( s_0 \) is a zero of \( q(s) \) so that \( q(s_0) = 0 \) and if the residue exists (established below) then the residue is \( p(s_0)/q_s(s_0) \), where the subscript \( s \) denotes the derivative w.r.t \( s \) (see for example Brown and Churchill (2004) equation 2, page 253).

Hence we get

\[
\text{Res} \frac{f(z)}{2\lambda f(z) - f'(z)} = \frac{f'(z)}{2\lambda f(z) - f'(z)} , \tag{A8}
\]

where “Res” means residue of. If we multiply top and bottom of the right hand side by \( f \) and use \( f' = 2\lambda f \) to eliminate a \( 2\lambda f \) on the denominator and a \( f' \) in the numerator, then we get an expression where we can use equation (A7) to give

\[
\text{Res} \frac{f'}{2\lambda f - f'} = \frac{2\lambda f^2}{ff_s - ff_s} = \frac{2\lambda f^2}{e^{-2\lambda z} \int_{z}^{\infty} \mu \sigma e^{-2\lambda z} f^2 \, dz} . \tag{A9}
\]

This expression is independent of any particular root of \( 2\lambda f - f' = 0 \), as the integral in the denominator on the right-hand side is evaluated in the same way regardless of how \( f_s \) is evaluated.
From the definition of \( k_1^2 = \mu \sigma \), then if the conductivity varies as a function of depth, so will \( k_1 \), requiring that at a zero \( s \) is a function of \( z \), as we demonstrate in what follows. At the poles we know that \( 2\lambda f - f' = 0 \), which is of the form \( g(s, z) = 0 \). As \( g \) is dependent on two variables, we can use equation 4 from Brand (1960, p 160), viz.

\[
d g = \frac{\partial g}{\partial s} ds + \frac{\partial g}{\partial z} dz .
\]  

(A10)

But as \( g(s, z) = 0 \), which is a constant for all values of \( s \) and \( z \), so \( g \) does not change, hence we know that \( dg = 0 \), so dividing both sides by \( dz \), we get

\[
0 = \frac{\partial g}{\partial s} \frac{ds}{dz} + \frac{\partial g}{\partial z} ,
\]  

(A11)

But the \( \frac{ds}{dz} \) should be written as a partial derivative. Using the above equation, we can differentiate \( 2\lambda f - f' \) to get at the zero

\[
\left( 2\lambda f - f' \right) \frac{ds}{dz} + \left( 2\lambda f' - f'' \right) = 0 .
\]  

(A12)

Given equation (9) it follows from equation (5) that the function \( f \) must satisfy the differential equation

\[
f'' - 2\lambda f' + k^2 f = 0 ,
\]  

(A13)

where we have dropped the subscript 1 for the \( k \). This can be rewritten as \( (2\lambda f' - f'') = k^2 f \), so equation (A12) becomes

\[
\frac{ds}{dz} = \frac{-k^2 f}{(2\lambda f' - f')} .
\]  

(A14)

Because \( s \) has a finite derivative w.r.t. \( z \), then \( s \) must be a function of \( z \). In a similar way, we can differentiate equation (A13) w.r.t. \( z \) to give
\[
\begin{align*}
    f'' - 2\lambda f'' + \mu_0 \frac{\partial (k^2)}{\partial z} f + k^2 f' &= 0. \\
\end{align*}
\]  

(A15)

However, at the poles we have \(f' = 2\lambda f\), so \(f'' = 2\lambda f'\) and similarly \(f''' = 2\lambda f''\). This is because we allow \(k^2\) to vary as a function of \(z\) and \(s\) so that \(f' = 2\lambda f\). Then for varying \(z\) (and \(s\)), the other two expressions for \(f''\) and \(f'''\) can be obtained by differentiation. Substituting these three expressions for the single, double and triple primed terms and using \(k^2 = \mu_0 \sigma s\) gives

\[
2\lambda \left( f'' - 2\lambda f' + k^2 f \right) + \mu_0 \frac{\partial (\sigma s)}{\partial z} f = 0
\]

(A16)

The first term in brackets is zero [equation (A13)], and since \(f\) is non-zero at the pole, we can divide both sides by \(\mu_0 f\) so using the product rule we get

\[
\frac{\partial s}{\partial z} \sigma + s \frac{\partial \sigma}{\partial z} = 0,
\]

(A17)

and hence

\[
\frac{\partial s}{\partial z} = -\frac{s}{\sigma} \frac{\partial \sigma}{\partial z}
\]

(A18)

First we will calculate the residues when \(\frac{\partial \sigma}{\partial z} |_{z=0} \neq 0\). Combining equations (A14) and (A18), we have

\[
\frac{\partial s}{\partial z} = \frac{k^2 f}{f' - 2\lambda f_s} = -\frac{s}{\alpha} \frac{\partial \sigma}{\partial z}
\]

(A19)

If we multiply throughout by \(-2\lambda/k^2\) and use \(f' = 2\lambda f\), then the middle term becomes the residual in equation (A8) that we are trying to evaluate at the location of the boundary condition, i.e., depth \(z = 0\). Hence

\[
\text{Res} = -\frac{-f'_{s}}{f'_{s} - 2\lambda f_s} = \frac{2\lambda}{k^2} \left. \frac{s}{\alpha} \frac{\partial \sigma}{\partial z} \right|_{z=0}
\]

(A20)
Or using \( k^2 = \mu_0 \sigma_s \)

\[
\text{Res} = -\frac{-\dot{f}}{f - 2\lambda \dot{f}} = \frac{2\lambda}{\sigma^2 \mu} \frac{\partial \sigma}{\partial z} \bigg|_{z=0}.
\]  

(A21)

This establishes that the residue exists, is defined and dependent on the conductivity at the surface and its derivative.

Second, we consider the case when \( \frac{\partial \sigma}{\partial z} \big|_{z=0} = 0 \), which occurs for the \( c = 0 \) case. If \( \frac{\partial \sigma}{\partial z} \big|_{z=0} = 0 \), then from equation (A18) \( \frac{\partial \sigma}{\partial z} \big|_{z=0} = 0 \). Hence, the numerator of the right-hand side of equation (A14) must be zero.

The electric field at the surface is non-zero, so from the definition of \( f \) at equation (9) and \( \phi \) after equation (5), \( f \) cannot be zero at the surface. Hence, the other factor, in the numerator of equation (A14), \( k^2 \), must be zero at the surface. Since \( k^2 = \mu_0 \sigma \), and the \( \sigma \) is not zero at the surface for a Gaussian distribution, we can conclude that \( s = 0 \) at the surface. When \( s = 0 \), the differential equation for \( f \) [equation (A13)] implies that we can set \( f \) to a constant (as we argue below equation (E8) for the equivalent case of \( \sigma = 0 \)).

As \( f \) is now specified to be a constant, then for \( z = 0 \) the right-hand side of equation (A9) contains the conductance in the denominator, which we have assumed is finite. Hence the residue can be calculated from equation (A9), so we have the residue for this second case.

\[
\text{Res} - \frac{f'}{2\lambda f - f'} = -\frac{2\lambda}{s}.
\]  

(A9)

In other parts of the paper this residue \( \text{Res} \) defined on the right of equation (A22) or (A21) will be represented by the variable \( R_e(\lambda) \).

Appendix B – Series expansion of the integral equation kernel

The expansion of the kernel in the Fourier integral of equation (13)
\[
\frac{f'(s)}{f'(s)-2\lambda f(s)} \quad \text{(B1)}
\]

requires that it be analytic everywhere except at the poles. The following analysis of this kernel follows Watson (1966, p 497). We begin by examining the integral

\[
\frac{1}{2\pi i} \int_D \frac{s}{q(q-s)} \frac{f'(q)}{[f(q)-2\lambda f(q)]} dq, \quad \text{(B2)}
\]

where \(s\) is any point within the rectangle \(D\) other than where \(f'(q) - 2\lambda f(q) = 0\).

The integral in equation (B2) is different from that in equation (15), so we use a different contour of integration, \(D\), which is the rectangle \(\pm A, \pm iB\), where \(A\) and \(B\) are >0. The only poles of the integrand inside the rectangle are at \(q = s\) and the zeros of \(f'(q) - 2\lambda f(q) = 0\). There is no residue associated with \(q = 0\), as expanding the \(f'(q)\) using the power series in \(q\) using equation (E7) gives a series with a common factor of \(q\) (given \(f_0 = 1\), as per Appendix E). Hence the \(q\) in the denominator is not a pole because it cancels with the \(q\) in the numerator. As the zeros are simple (Appendix C), there is no other possibility for another residue. We now suppose than \(\lambda_n (n=1,\ldots,\infty)\) are the zeros of \(f'(q) - 2\lambda f(q) = 0\). The values of these zeros are yet to be determined. The residues associated with these zeros are obtained by writing the integrand of equation (B2) in the form \(p(q)/g(q)\) and if \(q_0\) is a zero of \(g(q)\) so that \(g(q_0) = 0\) and if \(g_q(q_0)\neq0\) and \(p(q_0)\neq0\), where the subscript \(q\) denotes a derivative of the function w.r.t. \(q\), then the residue is \(p(q_0)/g_q(q_0)\) (Brown and Churchill (2004) equation 2, p 253). At the pole \(q = s\), the residue is \(\frac{f(s)}{f'(s)-2\lambda f(s)}\) because the pole is simple (Appendix C).

Then for \(A\) and \(B\to\infty\) we can evaluate the integral using of the sum of the residue at \(q = s\) plus those at \(q = \lambda_n\).
\[
\frac{1}{2\pi i} \int_D \frac{s}{q(q-s)} \frac{f'(q)}{f(q)-2\lambda f(q)} dq = \frac{f'(s)}{f(s)-2\lambda f(s)} + \sum_{n=1}^{\infty} \frac{s}{\lambda_n(\lambda_n-s)} \frac{\dot{f}(\lambda_n)}{\ddot{f}(\lambda_n)-2\lambda q(q_{\lambda_n})} \tag{B3}
\]

\[
= \frac{f'(s)}{f(s)-2\lambda f(s)} + \sum_{n=1}^{\infty} \frac{\dot{f}(\lambda_n)}{\ddot{f}(\lambda_n)-2\lambda q(q_{\lambda_n})} \left[ \frac{1}{\lambda_n-s} - \frac{1}{\lambda_n} \right]. \tag{B4}
\]

Since we argued in Appendix A after equation (A9) that the residues were independent of any particular root, then the residues are the same for all \( \lambda_n \), then we can assign this residue a specific value, \( R_E \).

The integrand in the integral on the left hand side of equation (B3) is bounded along the boundary of the rectangle, so the integral goes to zero. Hence the right-hand side is equal to zero, so we can rearrange this to give

\[
\frac{f'(s)}{f(s)-2\lambda f(s)} = -R_E(\lambda) \sum_{n=1}^{\infty} \left[ \frac{1}{\lambda_n-s} - \frac{1}{\lambda_n} \right]. \tag{B5}
\]

The kernel function can thus be written as a sum involving the zeros.

**Appendix C – Demonstration that all poles of the integral equation kernel are simple**

This part of the appendix shows that zeros of \( f' = 2\lambda f \) are simple. Start with equation (A13)

\[
\hat{f}'' - 2\lambda \hat{f}' + k^2 \hat{f} = 0. \tag{C1}
\]

Differentiate this equation w.r.t. \( s \)

\[
f_s'' - 2\lambda f_s' + k^2 f_s + \sigma \mu f = 0. \tag{C2}
\]
At a zero \( s = i \omega \) is a positive real number [Appendix B and discussion after equation (15)]. Multiply equation (C1) by \( e^{-2\lambda z} f_s \) and equation (C2) by \( e^{-2\lambda z} f \)

\[
e^{-2\lambda z} f_s f - 2\lambda e^{-2\lambda z} f f_s + e^{-2\lambda z} f_s k f = 0, \tag{C3}
\]

\[
e^{-2\lambda z} f f_s - 2\lambda e^{-2\lambda z} f f_s + e^{-2\lambda z} f k f_s + \sigma e^{-2\lambda z} f f = 0. \tag{C4}
\]

Subtract these two and integrate w.r.t. \( z \) will give an expression that can be written

\[
\int_z^\infty \frac{\partial}{\partial z} \left( e^{-2\lambda z} f \right) - f \frac{\partial}{\partial z} \left( e^{-2\lambda z} f_s \right) dz = + \int_z^\infty \sigma e^{-2\lambda z} f^2 dz. \tag{C5}
\]

Integrating by parts

\[
\left( f e^{-2\lambda z} f_s - f e^{-2\lambda z} f_s \right)_z^\infty - \int_z^\infty e^{-2\lambda z} f - f e^{-2\lambda z} f_s dz = + \int_z^\infty \sigma e^{-2\lambda z} f^2 dz. \tag{C6}
\]

The first term has a zero contribution when evaluated at infinity; and the second term has a zero integrand. Hence, this simplifies to

\[
- e^{-2\lambda z} \left( f_s f' - f f_s' \right) = \int_z^\infty \sigma e^{-2\lambda z} f^2 dz. \tag{C7}
\]

Again, we use the constraint at a zero \( f' = 2\lambda f \), so we get

\[
e^{-2\lambda z} f \left( 2\lambda f_s - f_s' \right) = - \int_z^\infty \sigma e^{-2\lambda z} f^2 dz, \tag{C8}
\]

and as \( f \) and all other terms on the right are finite, so we can conclude that \( 2\lambda f_s - f_s' \neq 0 \), so the zeros are simple.
Appendix D – Demonstration that all poles are located at real values of $s$

The denominator of equation (10) is important, so we investigate the zeros of $f'(z) - 2\lambda f(z)$ to establish that the zeros occur when $s$ is real and positive.

From equation (A13) we know that $f'' - 2\lambda f + k^2 f = 0$ for all $z$ below the interface. If we let $f^*$ be the complex conjugate of $f$, then the integral from some positive depth $z$ to infinity of the right-hand side of equation (A13) multiplied by $f^*$ must also be zero.

$$\int_{z}^{\infty} f^*(f'' - 2\lambda f') + k^2 f^* f dz = 0 \quad (D1)$$

Integrating the first term by parts gives an equation with three terms

$$f^*(f' - 2\lambda f)|_{\infty}^{z} - \int_{z}^{\infty} f^*(f' - 2\lambda f) dz + \int_{z}^{\infty} k^2 f f^* dz = 0 \quad (D2)$$

The first term has a multiplier $f^*$ that is zero at the upper limit (infinity) because $f$ and hence its complex conjugate goes to zero. Physically, this is because the fields go to zero for large $z$ but mathematically, Morse and Feshbach (1953, pp. 1092-4) give an asymptomatic expansion that shows we can choose such an $f$ in this limit. The $(f' - 2\lambda f)$ in the first term is by definition zero as the lower limit ($z$) is the zero of the kernel function we are investigating. The first term is thus zero at both limits.

Splitting the second term into two, and assuming the quasi static limit, we have

$$- \int_{z}^{\infty} f^* f' dz + 2\lambda \int_{z}^{\infty} f^* f dz + \int_{z}^{\infty} \mu \sigma \omega f f^* dz = 0 \quad (D3)$$

The first integral is the complex conjugate of the derivative multiplied by the derivative, so is purely real.

Since we are investigating the kernel function at the zero, then $f' - 2\lambda f = 0$, so we can use $f' = 2\lambda f$ and $f'' = 2\lambda f^*$ to rewrite the second term to give
The first and second term each have a complex conjugate multiplied by itself, so they are both purely real. In order for all three terms to sum to zero, the third term must also be pure real, so \( i\omega \) is real, and hence \( s = i\omega \) is pure real at the zeros.

Appendix E - Analytic expressions for the coefficients \( \beta_n \)

From equation (20), the \( n \)th-order moments are expressed as Hankel transforms of the coefficients, \( \beta_{n+1}(\lambda) \), analytic expressions for which are derived below.

Separating out the common factor \( 1/\lambda_n \) and applying the binomial series expansion (Abramowitz and Stegun, 1972, equation 3.6.10) it is possible to recast the right-hand-side of equation (14) as a series in \( s \):

\[
- K(\omega, \lambda, 0) = - R_E \sum_{n=1}^{\infty} \frac{1}{\lambda_n} \sum_{m=1}^{\infty} \frac{s^m}{\lambda_n^m} \tag{E1}
\]

Our analysis below uses a Taylor series expansion, which by definition uses an index \( n \) that starts at an index of \( n = 0 \) and hence we define some yet to be determined \( \beta_n(\lambda) \) such that

\[
- K(\omega, \lambda, 0) = \sum_{n=0}^{\infty} \beta_n s^n = - R_E \sum_{n=1}^{\infty} \frac{1}{\lambda_n} \sum_{m=1}^{\infty} \frac{s^m}{\lambda_n^m} \tag{E2}
\]

However, for this particular expansion, by inspection we can see that we have \( \beta_0 = 0 \). Expanding the right-hand side and once equating like powers we can show

\[
\beta_j = - R_E \sum_{n=1}^{\infty} \frac{1}{\lambda_n^{j+1}} , \text{ for } j \geq 1 \tag{E3}
\]

In order to determine the coefficients, \( \beta_n \), in equation (E2), we return to equation (A13) and integrate term by term to give
\[
f' - 2\lambda f = \int_{z}^{\infty} k^2 f' dz', \tag{E4}
\]

using the fact that \( f \) and \( f' \) is zero at infinite \( z \). Multiplying throughout by \( e^{-2\lambda z} \),

\[
e^{-2\lambda z} f' - 2\lambda e^{-2\lambda z} f = e^{-2\lambda z} \int_{z}^{\infty} k^2 f' dz',
\]

\[
\frac{d}{dz} (e^{-2\lambda z} f) = e^{-2\lambda z} \int_{z}^{\infty} k^2 f' dz'. \tag{E5}
\]

Both sides of equation (E5) are now integrated from \( z \) to infinity. The left-hand side reduces to \( -e^{-2\lambda z} f \) since the limit at infinity is zero. The right-hand side is integrated by parts, using the \( e^{-2\lambda z} \) as the derivative. This gives

\[
-e^{-2\lambda z} f = \frac{1}{2\lambda} e^{-2\lambda z} \int_{z}^{\infty} k^2 f' dz' - \frac{1}{2\lambda} \int_{z}^{\infty} e^{-2\lambda z} \int_{z}^{\infty} k^2 f' dz'. \tag{E6}
\]

From examination of equation (E1) it can be inferred that \( f \) admits a series expansion of the form

\[
f(z, s) = \sum_{n=0}^{\infty} f_n(z) s^n. \tag{E7}
\]

Substituting equation (E7) into equation (E6) and equating like powers of \( s \) yields a recursion relation between \( f_n \) and \( f_{n-1} \):

\[
f_n(z) = -\frac{1}{2\lambda} \int_{z}^{\infty} \sigma \mu f_{n-1} dz' + \frac{1}{2\lambda} e^{2\lambda z} \int_{z}^{\infty} \sigma \mu e^{-2\lambda z} f_{n-1} dz'. \tag{E8}
\]

All coefficients, \( f'_n \), can be determined from (E8) if we know the zeroth-order coefficient, \( f_0 \). For the case when \( \sigma = 0 \), both terms on the right of equation (E8) are zero, so all the higher-order coefficients are zero and the series degenerates to the zeroth-order term only. Hence, if we can find the zeroth-order term for zero conductivity, then, we have the zero-order coefficient for all cases and can use this to calculate the
higher-order coefficients for all cases. For \( \sigma = 0 \), the differential equation (A13) simplifies to

\[ f'' - 2\lambda f' = 0. \]

The solution to this equation is of the form \( f = Ce^{2\lambda z} + D \), where \( C \) and \( D \) are local constants to be determined. Since \( e^{2\lambda z} \to \infty \) while \( z \to \infty \) is not a possible solution, the only possible solution has \( C = 0 \) and, so \( f = D \). For simplicity, we can set \( f = 1 \). If we chose a different value, then the value of \( B \) in equations (6) and (7) would be different. However, there would be no difference in the final result, as the value of \( B \) has cancelled when the kernel function is calculated using equation (10). As we use \( f = 1 \) below, then this means that we will use \( f' = 0 \) in the discussion of the poles after equation (B2) as they both relate to the case when \( \sigma = 0 \). Since we have selected \( f = 1 \), for the case \( \sigma = 0 \), this selection can also be used for all cases and it determines the first term in the series expansion, \( f_0 = 1 \). For all other cases \( (\sigma \neq 0) \) other \( f_n \) in the expansion will be non-zero. The first coefficient is

\[
\begin{align*}
 f_1(z) &= -\frac{1}{2\lambda} \int_{z}^{\infty} \sigma \mu f_0 dz' + \frac{1}{2\lambda} e^{2\lambda z} \int_{z}^{\infty} \sigma \mu e^{-2\lambda z'} f_0 dz'. \tag{E9}
\end{align*}
\]

We are evaluating the series expansion for \( f \) at the upper interface, \( z = 0 \), so equation (E9) simplifies to

\[
\left. f_1(z) \right|_{z=0} = -\frac{1}{2\lambda} \int_{z}^{\infty} \sigma \mu \left( 1 - e^{-2\lambda z} \right) dz'. \tag{E10}
\]

More generally,

\[
\left. f_n(z) \right|_{z=0} = -\frac{1}{2\lambda} \int_{z}^{\infty} \sigma \mu \left( 1 - e^{-2\lambda z} \right) f_{n-1} dz'. \tag{E11}
\]

From this equation, we can see that the \( f_0 \) is an arbitrary scaling factor applied to all \( f_n \), which is consistent with our argument for setting \( f_0 = 1 \). Using a non-zero value ensures that there is a secondary field present for all conductivities.

We also require a recursion relation for \( f'_n \), obtained by differentiating equation (E8) with respect to \( z \).

The derivative of the integral in the first term returns the negative of the integrand (as \( z \) is the lower limit), and the second term is differentiated using the product rule. The result simplifies to
\[
f_n(z)' \bigg|_{z=0}^\infty = \int_0^\infty \sigma(z) e^{-2\lambda z} f_{n-1} \, dz,
\]
when \( z = 0 \). Substituting \( f' = \sum_{n=0}^\infty f_n s^n \) and \( f = \sum_{n=0}^\infty f_n s^n \) into the kernel function of equation (E2) that is defined in equation (10), and equating the terms containing \( s^n \) gives

\[
f_n(0) = \sum_{i=0}^n \beta_{n-i} \left( f_i(0) - 2\lambda f_i(0) \right).
\]

For \( n = 1 \), given \( \beta_0 = 0, f_0' = 0 \) and \( f_0 = 1 \), it follows from (E13) that

\[
\beta_1(\lambda) = \frac{-f_1(0)}{2\lambda}.
\]

For the \( n = 2 \) case we obtain

\[
\beta_2(\lambda) = \frac{-f_2(0)}{2\lambda} - \frac{f_1(0)}{4\lambda^2} \left( f_1'(0) - 2\lambda f_1(0) \right).
\]

A similar procedure can be used to determine \( \beta_3 \) and higher order coefficients. However, the analytic formulae become more complicated as \( n \) increases, so for higher-order moments it may be more practical to calculate the \( f_n \) and \( f_n' \) by numerically integrating equations (E11) and (E12).

**Appendix F – Calculation of \( f_1'(0), f_1(0) \) and \( f_2'(0) \) for the Gaussian conductivity function**

To determine \( f_1'(0) \) we define an integral as \( I(z, c, \lambda) \), where the argument \( z \) is the lower limit of integration

\[
I(z, c, \lambda) = \mu A_0 \int_z^\infty e^{-b(z-c)^2} e^{-2\lambda z} \, dz,
\]

\[
(F1)
\]
and the functional dependence of \( I(z, c, \lambda) \) on \( \lambda \) is henceforth implied. Substituting equation (21) into (E12) with \( n = 1 \) and \( f_0 = 1 \), it can be verified that \( I(0, c) = f_1'(0) \). Re-arranging the exponentials in equation (F1) gives

\[
I(z, c) = \mu A_0 e^{-\lambda(2c - \frac{\lambda}{b})} \int e^{-b(z - (c - \frac{\lambda}{b}))^2} dz. \tag{F2}
\]

If we now make the substitution \( w = \sqrt{b}(z' - c + \frac{\lambda}{b}) \), then \( dw = \sqrt{b}dz' \); and at \( z' = z \) we have

\[
w = \sqrt{b}\left(\frac{z + \lambda}{b} - c\right),
\]

so

\[
I(z, c) = \mu A_0 e^{-\lambda(2c - \frac{\lambda}{b})} \frac{1}{\sqrt{b}} \int \frac{1}{\sqrt{b}(\frac{z + \lambda}{b} - c)} e^{-w^2} dw, \tag{F3}
\]

from which we can use the definition of the complimentary error function to write

\[
I(z, c) = \mu A_0 e^{-\lambda(2c - \frac{\lambda}{b})} \frac{1}{\sqrt{b}} \int \frac{1}{\sqrt{b}(\frac{z + \lambda}{b} - c)} \text{erfc} \left( \sqrt{\frac{b}{2}} \left( \frac{z + \lambda}{b} - c \right) \right). \tag{F4}
\]

Setting \( z = 0 \), we obtain the desired result

\[
f_1'(0) = \mu A_0 e^{-\lambda(2c - \frac{\lambda}{b})} \frac{1}{\sqrt{b}} \int \frac{1}{\sqrt{b}(\frac{\lambda}{b} - c)} \text{erfc} \left( \sqrt{\frac{b}{2}} \left( \frac{\lambda}{b} - c \right) \right). \tag{F5}
\]

In order to calculate \( f_1 \) at \( z = 0 \), we rewrite equation (E9) in the form

\[
f_1(0) = -\frac{1}{2\lambda} \int_0^\infty \sigma \mu dz' + \frac{1}{2\lambda} \int_0^\infty \sigma \mu e^{-2\lambda z'} dz'. \tag{F6}
\]

The second integral can be recognized from equation (E12) as \( f_1' \) evaluated at \( z = 0 \), hence

\[
f_1(0) = -\frac{1}{2\lambda} \int_0^\infty \sigma \mu dz' + \frac{1}{2\lambda} f_1'(0). \tag{F7}
\]

Focusing on the first integral on the right-hand-side of (F7) for a Gaussian conductivity variation as per (21), we get
\[
\frac{1}{2\lambda} \int_0^\infty \sigma \mu dz = \int_0^\infty \frac{\mu A_0 e^{-b(x-c)^2}}{2\lambda} dz = \frac{\mu A_0}{2\lambda} e^{-\frac{1}{\sqrt{b}}} \text{erfc} \left( -c\sqrt{b} \right),
\]

where the right-hand-side is obtained using 7.4.2 from Abramowitz and Stegun (1972). Equations (F8) and (F5) can be substituted into equation (F7) to give

\[
f_1(0) = -\frac{\mu A_0}{2\lambda} e^{-\frac{1}{\sqrt{b}}} \left[ (c\sqrt{b}) + 1 \right] + \frac{1}{2\lambda} \mu A_0 e^{-\lambda(2c-x-b)} \frac{1}{\sqrt{b}} e^{-\frac{1}{\sqrt{b}}} \text{erfc} \left( \sqrt{b}(\frac{\lambda}{b} - c) \right),
\]

where \( \text{erfc} \left( -c\sqrt{b} \right) = (c\sqrt{b}) + 1 \) (Abramowitz and Stegun, 1972). This is the desired analytic formula for \( f_1(0) \).

Equation (E12) is used with \( n = 2 \) to evaluate \( f_z' \) at \( z = 0 \),

\[
f_{z|}^{\prime} \bigg|_{z=0} = \int \sigma(z) \mu e^{-2\lambda z} f_1 dz'.
\]

Integrating by parts gives

\[
f_{z|}^{\prime} \bigg|_{z=0} = f_1(z) \int \sigma(z) \mu e^{-2\lambda z} dz' \bigg|_{z=0}^{z=\infty} - \int \int \frac{df_1(z)}{dz} \sigma(z) \mu e^{-2\lambda z} dz' dz.'
\]

The integral in the first term is of the form of the integral in equation (F1), which can by definition be written as \( I(z', c) \). Thus

\[
f_{z|}^{\prime} \bigg|_{z=0} = f_1(z) I(z', c) \bigg|_{z=0}^{z=\infty} \int \int \sigma(z_2) \mu e^{-2\lambda z_2} \left[ \frac{df_1(z)}{dz} \right] dz_2 dz'.
\]

Using equation (E12) for the \( \frac{df_1}{dz'} \) term in square brackets, this becomes

\[
f_{z|}^{\prime} \bigg|_{z=0} = -f_1(0) I(0, c) - \int \int \sigma(z_2) \mu e^{-2\lambda z_2} \left[ e^{+2\lambda z} \int \sigma(z') \mu e^{-2\lambda z'} dz' \right] dz_2 dz'.
\]

where as usual, we have used \( f_0 = 1 \) in equation (E12) and we have used \( I(\infty, c) = 0 \) in the first term.

The integral over \( z'' \) can be recognized as \( I(z', c) \), so this equation can be written
Now, in equation (F14), make the substitution, \( z_2 = z_3 + z' \), so \( dz_2 = dz_3 \) and the lower limit of the inner \( z_2 \) integration, which was \( z_2 = z' \), becomes \( z_3 = 0 \). With the substitution, the positive exponential cancels and we have

\[
f_2' \bigg|_{z=0} = - f_1(0) I(0, c) - \int_{z=0}^{z'=\infty} \int_{z'=0}^{z_3=\infty} I(z', c) \sigma(z_3 + z') \mu e^{-2\lambda z_3} dz_3 dz'.
\]  

(F15)

Rearranging and substituting the assumed form for the conductivity \( \sigma(z_3 + z') = A_0 e^{-b(z_3 + z' - c)} \) and substituting \( c_1 = c - z' \) gives

\[
f_2' \bigg|_{z=0} = - f_1(0) I(0, c) - \int_{z=0}^{z'=\infty} \mu A_0 I(0, c') \int_{z'=0}^{z_3=\infty} e^{-b(z_3-c)^2} e^{-2\lambda z_3} dz_3 dz'.
\]  

(F16)

The remainder of the integrand after \( I(z', c) \) in (F16) can be recognized from (F1) as \( I(0, c_1) = I(0, c - z') \).

Therefore,

\[
f_2' \bigg|_{z=0} = - f_1(0) I(0, c) - \int_{z=0}^{z'=\infty} I(z', c) \int_{z'=0}^{z_3=\infty} I(0, c - z') dz'.
\]  

(F17)

The integrals \( I(z', c) \) and \( I(0, c - z') \) can be evaluated using equation (F4). The \( z' \) integral must be evaluated numerically. When the upper limit was set to be too large, the error estimated by the quadrature algorithm was very large. We found that the best strategy for accurate results was to select a large upper limit (e.g. \( z' = 500 \) m or larger for resistive ground) and then, if the error estimated by the quadrature algorithm was too large, to halve this upper-limit iteratively until the desired accuracy was reached. This strategy was found to give results with a relative accuracy of 1 ppm.
The analytic expressions for $\hat{f}_1$ can be simplified for the case of large $b$, but this has not been done in our implementation.
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